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Abstract—RED is an Active QueueManagement(AQM)
technique that is intended to achieve high link utilization
with alow queuing delay. Recentstudiesshow that RED is
difficult to configurefor somerapidly changingtraffic mixes
and loads[1]. Other studiesshow that under somecondi-
tions, the performance gains of RED and its variants over
traditional drop-tail queue managementis not significant
giventhe additional complexity required for proper config-
uration [2], [3]. Recentvariants of RED, suchasAdaptive-
RED [4], are designedto provide more robust RED perfor-
manceunder awider-range of traffic conditions. This paper
developsa generalqueuelaw for TCP-RED control systems
that usepacket dropping and/or Explicit CongestionNotifi-
cation (ECN) marking ascongestionsignaling methods,and
illustrates the impact of TCP traffic on the behavior of con-
gestedrouter queue. Furthermor e, this paper providesad-
ditional analysisof RED and newervariants of RED includ-
ing Adaptive-RED [4] that is designedto provide more ro-
bust RED performance under a wider-range of traffic con-
ditions. Thr oughcareful simulation designsusingthe queue
law and analysis, this paper confirms that RED-like AQM
techniquesthat employ packet dropping do not significantly
impr ove performance over that of drop-tail queuemanage-
ment. However, when AQM techniquesuse ECN marking,
the performancegainsof AQM in terms of goodputand de-
lay can be significant over that of drop-tail queuemanage-
ment.

I. INTRODUCTION

To prevent congestioncollapse, the current Internet
uses end-to-endcongestioncontrol, where responsie
traffic sourcedike TCPmonitortheir own transmissiorio
detectnetwork pacletlosses!, take themasimplicit con-
gestionsignalsfrom routersin the pathandreducetheir
transmissionrate accordingly In the network, routers

! Although not practically usedin the Internettoday TCP hasan
optionto useExplicit CongestiorNotification (ECN) bit setby ECN
enabledoutersin congestiorto detectnetwork congestioraswell.

use outboundqueuesto accommodatdraffic burst and
achiere high link utilization. Dueto the simplicity of the
FIFO queuingmechanismdrop-tail gueueghatdropin-
coming paclets whenthe queueis full are mostwidely
usedin Internetrouterstoday Unfortunately whenfaced
with persistentongestiondrop-tailqueueghatoftenare
over-provisioned with large buffers to yield maximum
throughpufill upresultingin hightransmissiomelays.In
addition,bursty paclet dropsdueto drop-tailgueueover
flow canhave negative impactson systenfairnessandsta-
bility.

Active QueueManagemen{AQM) is proposedo re-
place drop-tail gueuemanagementamgeting to improve
performanceof network suchasdelay paclet loss rate
and systemfairness. AQM enhancesetwork support
for end-to-endcongestioncontrol by having routersde-
tectandnotify end-systemsf impendingcongestiorear
lier, allowing responsie traffic sourcesto reducetrans-
missionratebeforethe congestedouterqueueoverflows.
Thus,whenproperlydesignedandconfigured AQM can
reducequeuingdelaysby keepinga lower averagequeue
length while achieving high link utilization. Moreover,
sinceAQM routersareableto predictimpendingconges-
tion before buffer overflons, they may explicitly signal
end-system®f network congestiorby marking Explicit
CongestionNotification (ECN) [5] bit in the IP header
ratherthandroppingpaclets,which maydramaticallyre-
ducenetwork pacletlossrateandimproving goodput.Yet
anothergainfrom the early predictionis thatroutersmay
carefully selectend-hostgo signalcongestiorimproving
systemfairnessor to possiblysupportdiverseQuality of
ServicegQoS)to applicationswith differentQoSrequire-
ments.

AQM is oftensynorymouswith the RandomEarly De-
tection(RED) family of routerqueuemanagementnech-
anismsfirst proposedn [6]. RED monitorsthe outgo-
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ing queuefor impendingcongestiorby keepingan expo-
nentialweightedmoving averageof the queue(q). When
congestions detectedindicatedby thequeueaverageris-
ing abore a fixed minimum threshold(min,,), paclets
are randomly droppedwith a fixed drop probability for
eachpaclet. The probability of the paclet dropincreases
linearly from zeroat the minimum thresholdto a maxi-
mumdrop probability (maz,) atthe maximumthreshold
(mazy,). Whenthe queueaveragedoesnot stay within
themaxyy, butrisesoverit, RED dropsall incomingpack-
etsto limit thequeueaveragebelon mazxy, ensuringalow
averagequeuingdelay RED alsosupportsECN marking
congestiomotificationinsteadof paclet droppingwhile
thequeueaveragds in betweertheminy, andthemaxyy,.
We'll call RED usingeECN markingRED-ECNfrom here
on.

Studiesshav that RED can improve throughputand
fairnessover drop-tail queuemanagementvhile main-
taining a low averagequeuingdelay[6], [7]. However,
this benefitcan be achieved only for “well-configured”
RED undersometraffic loads,specificallywhenthequeue
averagedoesnot significantly oscillate and staysunder
maxyy,. OtherresearchersoncludethatRED is toocom-
plicatedto configure,and shav that end-to-endperfor
manceof RED is no betterthanor even worsethanthat
of drop-tailqueuemanagemenin mary caseg3], [2] re-
sultingin higherpaclet lossrateandlower goodput.[1]
shaws thatalthoughoffering alower averagequeuingde-
lay, RED could have negative impactson responsdime
for shortWebtransmissionslt is alsoshavnin [1] thatthe
end-to-endperformanceof RED is very sensitve to the
RED parametesettings,andthe gain (responsédime) for
carefullytunedRED settingsis not significant. Thesere-
portsraisethe concernthatusingRED routerqueueman-
agemenfor AQM in abroadeisensejnaynotbepractical
in areallnternetervironmentover awide-rangeof traffic
mixesandloads.

Someof the difficulties in RED configurationcan be
explainedby TCP-RED feedbackcontrol systemtheory
in [8]. Firoiu and Bordenderive a queuelaw andfeed-
backcontrollaw for long-lived TCP flows to shav thata
routerqueueat equilibrium hasa congestiomotification
probability (randompaclet drop probability) as a func-
tion of the averagequeuesize: p = ¢(q). As described
above, RED active queuemanagementontrol function
determineshecongestiomotificationprobabilityasalin-
earfunction of averagequeuesize: p = h(q). [8] shavs
thata RED queuemay be stabilizedwithin the mazx,y, if
thereexists a g insidethe thresholdgminy, andmaz;,)
suchthath(q) = g(q) asshawvsin Figurel (a). This de-
scribegheminimumrequirementsf a“well-configured”

RED.

RED configurationghat work well for onetraffic mix
andload, however, may not work well for anothey since
changesn traffic mix andloadaltersthe queudaw curne
(» = g(q)). For example,anincreasen the numberof
TCP flows movesthe queuelaw curve to the upperright.
Whenthe stablestateaveragequeuelength at max,, is
abore mazxyy,, asshawvn in Figurel (b), the RED average
queueoftengrows beyondmaz,, in orderto find anequi-
librium state,and resultsin persistentsequentialpaclet
dropslarger thanwould drop-tail bursts,which may de-
gradenetwork performancesuchaspaclet lossrateand
fairness. Although RED configurationguidelinesin [8]
may suggest setof RED parametershatwork well for
a large setof traffic load, RED configurationdifficulties
will remainasinternettraffic varies.

As an easyfix to the RED configurationproblem,the
“gentle” maodificationto RED wasproposed7], whichre-
placesthe paclet drop behaior whenthe averagequeue
sizeis overmaxy, asshavnin Figure2 (a). Insteadof set-
ting the drop probability to 1 afterthe averagequeuesize
goesover mazxy,, gentle-REDinearly increaseshe drop
probability from mazx, to 1 asaveragequeuesizegrons
from maxyy, to 2 timesmaxyy,. This modificationloosens
the boundon the averagequeuelengthfor a continuous
probabilisticdrop behaior. In otherwords, gentle-RED
may find a stablestatedrop probability over maz,, that
may stabilizethequeueat somepointgreatethanmazyy,.
Unfortunatelythe“gentle” modificationis notagentleso-
lution andmayresultin avery unstablegueueoscillations
dueto stiff slopeof the “gentle” portion of RED control
function (¢ > maxy,). Thisis shovn and discussedn
SectionV.

Recently researchersproposesAdaptve RED (A-
RED) [4] to make RED well tunedundera wider range
of conditions. A-RED tries to adaptto changingtraf-
fic load by slowly adjustingmaz, asshavn in Figure2
(b). A-RED triesto dynamicallyconfigureitself to awell-
configuredstateby definingatamgetregionfor theaverage
queuewithin ming, andmazy,. A-RED seeksthe aver
agequeuetargetregion by additively increasingnaz, up
to alimit (0.5in default) if the averagequeuesize goes
above the region and multiplicatively decreasingnax,
down to a limit (0.001 by default) in casethe average
queuesizegoesbelav theregion. In short, A-RED tries
to find a slopefor the dropping probability that canin-
tersectthe queuelaw curve to malke the feedbackcontrol
systemstablefor currenttraffic load. However, A-RED
still doesnot guarante¢hatit will find a slopewithin the
rangegiven by the limit for the maz,, in which casean
unstablequeueoscillationwill take placeasthe caseof
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Fig.2. REDin GentleMode (a) andAdaptive RED (b)

original RED. For thisreasonsit is alsorecommendetb
usethe“gentle” settingwith A-RED.

Although needthoroughevaluation,which is partially
donein this work in SectionV, A-RED seemsto be
a novel solution to the RED configurationissue. Yet,
therestill areconcernghatRED family AQM maynotbe
practicalsincethe performancegain over drop-tailqueue
managemenis little significantgiven the compleity of
implementation2], [3]. This paperconfirmsthis argu-
mentby shaving that even “well-configured” RED fam-
ily AQM mechanismyield a higherpaclet lossrate (or
lower goodput)to achieve alower averagequeuingdelay
thandrop-tailunderfairly heary traffic loads.Althoughit
is attractve thatRED andits variantsgive uscontrolover
averagequeuingdelay especiallywhenconsideringQoS
for interactve multimediaapplicationsjmproving good-
putis critical, sinceit is a measuref how efficiently net-
work resourcesreusedwithoutwastingbandwidth.

While RED family AQM only tradeof one network

performancdor another the potentialperformancegain
of RED family AQM is magnificentwhen using ECN
marking rather than paclet dropping. This is because
ECNmarkingbringsdown thecostof congestiomotifica-
tion in termsof pacletlossrateto zero. Thus,RED-ECN
canoffer avery smallpacletlossrateaswell asalow av-
eragequeuingdelaywhile achiering highlink utilization,
if RED-ECN can stay “well-configured” for a relatively
wide rangeof traffic loads. This paperseeksto shav
and demonstratéhat Adaptive RED [4] using ECN (or
A-RED-ECN) canbe “well-configured” for a wide range
of traffic mixes, achiaing significantperformancegains
over drop-tailgueuemanagement.

In Sectionll, we developasimplemodelfor loadonthe
router applyit to TCPtraffic andderive generaueudaw
thatworksbothfor systemghatusepaclet droppingand
ECNmarkingcongestiomotification. Then,we verify the
generalqueuelaw throughsimulationswith ideal long-
livedTCPflows.
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In Sectionlll, weillustratetherelationshipbetweerav-
eragequeuesizeandotherparametersf queuelaw such
asnumberof TCPflows, servicerate(or link bandwidth),
androundtrip link delayto helpunderstandingheimpact
of TCPtraffic ontherouterqueuebehaior. Then,we ex-
tend our discussionto the effect of short-lived flows on
end-to-endtongestiorcontrol.

In SectionlV, we compareandcontrastthe queuelaw
for paclet droppingand ECN marking system,and dis-
cusskey routerconfigurationcharacteristicn orderto be
well-configuredin the presencef ECN traffic. We shav
thatan ECN enabledrouter may improve averagequeue
oscillationwith presencef ECN traffic, andprovide sup-
port for recommendatiothat RED family AQM mecha-
nisms(or AQM in general)shouldapply a muchhigher
markingratefor ECN traffic thanfor TCPtraffic [9].

In SectionV, this paperdeterminesa set of RED
and RED-ECNconfigurationghatillustratethe behaior
of RED, RED-ECN andtheir variantswell usingqueue
law, and measurehe performanceof RED, gentle-RED,
A-RED, RED-ECN,gentle-RED-ECNand A-RED-ECN
over a continuumof TCP traffic loads. We comparethe
performanceof the RED family AQMs with oneanother
in termsof paclet lossrate, delay and queueoscillation,
alsocomparedvith thatof drop-tailqueuemanagement.

In SectionVI, this paperconcludesthat RED family
AQMs, particularly Adaptve RED usingECN (A-RED-
ECN), can, indeed, be “well-configured” for variety of
TCP traffic mixes, achieving both a very low network
pacletdroprateandalow queuingdelay whichcannever
achieredwith drop-tailqueuemanagemerdlone.

I1. LOAD AT ROUTERS AND QUEUE LAW

Assuminga TCP only network with one congested
routerthat uniformly notify traffic sourcesof congestion
with a probability thereexists a relationshipamongav-
eragequeuesize (¢g), congestionnotification probability
(p) andservicerate (SR) of the router and TCP traffic
parametersuchasthe numberof flows (N) andaverage
roundtrip link delay (RT'LD). This relationshipis re-
ferredto as“queuelaw” andintroducedn [8] for system
thatusespaclet dropsfor congestiomotification. Queue
law canbe usedto estimatea routers congestiomoaotifi-
cationprobability thatwill give a targetedaveragequeue
size (or vice versa)for a given TCP traffic mix, andis
usefulwhenconfiguringa RED router

In this section, we develop a simple model of traf-
fic load at router in persistentcongestion,apply it to
TCP traffic, and derive a generaland completequeue
law thatworks both for paclet droppingand ECN mark-
ing systems.The nev queuelaw distinguishesandtakes

paclet dropping notification probability (p;) and ECN
marking notification probability (p,,) separatelywhere
the total congestiomotification probability at the router
p = pg + pm. We validatethe correctnes®f the gen-
eralqueuelaw throughsimulation. Note that the system
to modelassumes singlecongestedouterthatappliesp
uniformly to incomingpacletsto notify congestion.

In generaltraffic load at arouterqueue(L) canbe ex-
pressedastheratio of the paclet arriving rate (A R) over
the servicerate (S R) thatis usuallythe bandwidthof the
outgoinglink. Whentherouteris in persistentongestion,
theload minusdroppingprobabilityis 1 (L. — pg = 1) to
make the systemstable. Applying this stableload equa-
tionto TCPonlytraffic mix, AR canbeexpressedh terms
of the numberof TCP flows (), averageTCP window
sizeandaverageroundtrip time (RTT) of all flows travel-
ing thoughthe router whereRTT canbe furtherdecom-
posedof queuingdelay (¢) at the congestedouter and
averageroundtrip link delay(RT LD). Thus,

AR
L—pg= SR Pd
N x avg-tep_wind(pg + pm,)

RTT x SR

_ N x avg_tep-wind(pg + pm)
~ (RTLD +q/SR) x SR

=1

—Pd

(1)

Note in Equationl thatthe averageTCP window size
for averageflows traveling throughthe routeris the func-
tion of only pg andp,, (or p in general) whichis shavn
in TCP throughputmodel [10] and verified later in this
sectionthroughsimulation. Re-writing Equationl for g,
we getthe generalqueuelaw which impliesthatq of the
congestedouteris linearly proportionalto N, negative
linearly proportionalto RT'LD andSR, andshavsthatg
is functionof only p; andp,,, ¢ = f(p4, pm), fOr agiven
TCPtraffic:

N X avg_tepwind(pg + pm)
q =
pdt+1

— RTLD x SR (2)

To validate the new queuelaw, we ran a seriesof
NS [11] simulationsusing the network setupshawn in
Figure3, andcomparethe resultswith the corresponding
theoreticalgueudaw curves. For the TCPwindow model
for thenew queudaw, we usedonefrom [10], whichmod-
els afterideal long-lived TCP sourceghat have no con-
gestionwindow limit (cwnd_limit) nor recever window
limit, and always have datato transmit. Therefore,for
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100Mbps, 5ms

100Mbps, 5ms

Network_padket_size = 1IKByte
Cong_link_bw (a) =5, 10, 15, 20 Mbps
Cong_link_ddlay (B) =10, 30,50, 70 ms
Num_ftp_tcp_source =50to 1300

Fig. 3. SimulationNetwork Setup.

the simulatednetwork traffic sourcesye usedbulk trans-
fer FTP applicationson top of TCP NewRenoandsetthe
cwnd_limit of all TCPagentdo infinite. For thecongested
routerqueue we implementedaninfinite queuethatran-
domly dropsor ECN markincomingpacletswith a given
fixed congestiomotificationprobability

Figure 4 shaws simulatedand theoreticalqueuelaw
curves for both paclet droppingand ECN marking sys-
temsfor 100, 200 and 300 ideal TCP flows while fix-
ing SR (congestedink bandwidth)to 20Mbps,RTLD to
80ms. It shaws thatthe nev queuelaw predictsthe av-
eragequeuesizefor given congestiomoatificationproba-
bility very well for ECN markingsystems.However, the
predictionis not asaccuratefor the paclet droppingsys-
temsasfor the ECN marking systemsandthe precision
decreaseasp, increasesWe believe thatthis is because
the TCP modeluseddoesnot accuratelymodelthe TCP
window behaior for paclet drop congestiomotification,
particularlyfor TCPfastretransmissiotimeoutbehaior.

In thissectionwe developedandverifiedgenerabjueue
law thatmodelstheaveragequeuebehaior of acongested
routerwell for both drop andmark. In the next section,
we discusgheimpactof TCP traffic on congestedouter
gqueueusingthegeneralqueudaw.

I11. ANALYSIS OF QUEUE LAW

To furtherhelpunderstandingheimpactof TCPtraffic
on the router queue,Figure 5 illustratesthe relationship
betweeny attherouterand N, SR and RT' LD shavn in
Equation2 throughsimulation. Note that the congested
routeris configuredto usepaclet dropsfor theseillustra-
tions.

Figure 5 (top) re-displaysthe measuredqueue law
curves for paclet dropping systemin Figure 4 in one
graph(simulation settingsdiffer only by the numberof
TCP connections100,200or 300). At agivendroprate
whereall of the queueaveragesare greaterthan 0, the

Queue Law (N=100, B=20Mbps, RTLD=80ms, 1Pkt=1KBytes)
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Fig. 4. QueuelLaw: TheoryandSimulationResultsComparison
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averagequeuesizeincreasesinearly with the numberof
flows.

Figure5 (middle)shavsthequeudaw of thecongested
routerfor simulationghatdiffer only in theaverageround
trip link delay of eachsource:40, 80, 120 and160 ms.
At a givendrop ratewhereall of the queueaveragesare
greaterthan 0, the averagequeuesizeincreasedinearly
with theroundtrip link delay

Figure5 (bottom)shavs thequeudaw of thecongested
router for simulationsthat differ only by the link band-
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Queue Law: Average Queue vs. Number of Flows
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Queue Law: Average Qeueu vs. Bandwidth (SR)
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Fig.5. QueuelLaw: g vs. N (top), RT LD (middle)andSR (bottom)

width: 5, 10, 15and20 Mbps. At agivendropratewhere
all of the queueaveragesare greaterthan 0, the average
queuesizedecreasebnearly with thelink bandwidth.

Sofar, queuelaw wasexaminedwith ideal long-lived
TCPflowsin whichthesizeof congestiorwindow (or re-
ceiverwindow) is unlimitedandthetraffic sourcehave an
infinite amountof datato transmit.In this caseasshavn
in Figure 6, the averageTCP window is the function of
congestiomoaotification (drop/mark)probability only and
behaesidenticalfor differentthenetwork andtraffic con-

Average TCP Window: A Function of Drop Rate Only
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Fig.6. AverageWindow Sizeof All TCPFlows (for Drop)
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figurations. However, in real networking ervironments
wherefactorssuchasthe TCP congestiorwindow (or re-
ceiverwindow) limit anddataobjectsizeimposedifferent
window operationimits andalterthe congestiomesponse
behaior of TCPflows,theaveragelT CPwindonv maynot
behaessamefrom one TCP mix to another

As atypical example,considera TCP traffic mix that
consistsentirely of short-lved Web flows in which small
Webobjectdimit thewindow growth beforethetransmis-
sionends. The TCP window size averagedover all con-
nectionsin averagewill often be lessthanin the caseof
unlimitedthresholdgjiventhe samedrop/markrate,espe-
cially for alow drop/markrates.

We illustratethe effect of limited TCP window growth
by settingthe TCP congestionwindow limits to a low
value. The congestiorwindow sizesfor all TCP sources
aresetto first 12 paclets,andthen6 paclets. The num-
berof TCPconnectionsisedin thesimulationss 700and
1300correspondinglyn orderto have thesamequeueav-
erageatadroprateof 0.01. For this setof simulationsthe
congestedink bandwidthandthe roundtrip link delayis
setthe sameasin the previous unlimited congestiorwin-
dow simulationthathad 300 TCP connections.Figure7
shaws the averageTCP window behaior, and Figure 8
shavs the correspondingjueuelaw cune.

Figure 7 shaws thatasthe congestiorwindow (cwnd)
limit decreasesthe average congestionwindown curve
flattens. This meansthat small averagewindow limits
make TCP connectionsnuchlessresponsie, especially
for changesn relatively low drop rates. For the simula-
tionswith the TCP sourcedimited to acwnd of 6 paclets,
we hadto approximatelydoublethe numberof TCPflows
to achieve an equivalentqueueaverageat a drop rate of
0.01. Thus,arouterthatis congestedvith mary of short
Webflowswill needto applyarelatively high droprateto
keeptheaveragequeudengthwithin a certainrangesince
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Average TCP Window: Effect of Limiting Congestion Window
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theshort TCPflows arelessresponsie. For example,the
simulationwith smallercwnds (6 paclet limit) hasto ap-
ply abouttwice ashigh a droprateasthe simulationwith

the larger cwnds (12 paclet limit) to maintainan average
queudengthof 3000paclets.

From the analysison queuelaw, one may seethat a
router can computean optimal congestionnotification
probability and bettermanagat’s queuein congestiorif
it is informedof N, RT LD, SR, andaverageTCP win-
dow size.Usually SR canbeknown withoutary priceas
it's the bandwidthof the outgoinglink. However, count-
ing N or obtainingRT' LD (or RTT) and TCP window
sizefrom traffic sourcesequirea priceandnetwork struc-
ture change.Recently studiessuggesthat DiffServ[12]
architecturenaspotentialsto obtaintheseusefulinforma-
tion in arelatively cheapprice usingedge-coreouterar
chitecture. However, how to collect, distribute andutilize
theseinformationsecurelyandeffectively is little known
andrequiresmorestudy

Queue Law: Drop vs. Mark
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IV. FEEDBACK METHOD: DROP VS. MARK

In previous sections,we derived a generalqueuelaw
and illustrated the impact of TCP traffic on congested
routerqueuebehaior. In this section,by comparingand
contrastingthe ECN queuelaw and drop queuelaw, we
discusscharacteristicef ECN traffic andkey routercon-
figurationissuesn orderto bewell configuredn thepres-
enceof ECN traffic.

Figure9 re-displayshe measuredjueuelaw cunesin
Figuredin agraphto comparghequeudawsfor dropand
marknotificationsystemsFor the samenumberof flows,
theaveragequeudengthsfor TCPandTCPwith ECN are
almostthe samewhenthe congestiomaotification proba-
bility at the routeris low. However, asthe notification
probability is increasedthe averagequeuelength of the
queuewith TCP with ECN decreasesoticeablyslover
andsteadiethanthe averagequeudengthwith TCP.

It follows thatseveral significantpointscanbe made:

First, an ECN enabledAQM shouldbe configuredto
apply a significantly higher marking rate thanthe same
AQM using paclet dropsin orderto operatewith a rea-
sonablylow queuingdelay We believe thata common
mistale that mary researchermake is in usingthe same
AQM settingsfor both paclet dropsand ECN marks,re-
sultingin amarkratethatis too low.

Second,for a reasonableveragequeuelength target
(for example,500 pacletsin Figure9), astraffic loadin-
creasedinearly, the differencebetweenthe stablestate
mark rate and the stablestatedrop rate to maintainthe
gueuelength at the samelevel increasesxponentially
which indicatesthat ECN shouldincreaseits mark rate
exponentiallyabove ary drop rate. However, the queue
law for ECN corvergestowardsan averagequeuesize of
0 for amark probability of 1, suggestinghatthereexists
a mark rate that can keepthe averagequeuelengthat a
reasonabldow tamget evenfor a highly loadedsituation.
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Queue Law: RED Configuration (FTP-TCP)
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Fig.10. QueuelLaw: RED Configuration

Thus, the benefitsof ECN shouldstill be effective, even
underaheary TCPtraffic load.

Third, theslowly andsteadilydecreasingveragegueue
length curve of ECN comparedto that of paclet drops
astherandomdrop/markrateincreasesndicatesthatthe
averagequeuelength can be more easily stabilizedfor
AQMswith ECN. Weillustratethis furtherin SectionV.

V. ANALYSIS OF RED FAMILY AQM

This section evaluates RED, gentle-RED, Adaptive
RED, RED-ECN, gentle-RED-ECNand Adaptive RED-
ECN using the queuelaw curves for paclet dropping
and ECN marking systemsin the previous section,and
verifies the effectivenessof queuelaw in characterizing
RED performance. At the sametime this sectioncom-
paregheperformancef RED family AQMs with onean-
otherandalsowith thatof drop-tailgueuemanagemerih
termsof throughputandpaclet lossrateto seehow RED
andits variantsbehae asthey are pushedout of a well-
configuredstateasthe offeredtraffic loadincreases.

As in the previous sections we usethe network con-
figuration shawvn in Figure 3 settingthe congestedink
bandwidthto 20 Mbps and the round trip time link de-
lay to 80 ms. Eachsimulationstartswith 50 FTP-TCP
flows, with 50 more FTP-TCPflows addedevery 50 sec-
onds. The physicalqueuelengthis setto 500 paclets,
with the paclet sizesetto 1 Kbyte. For RED parameter
settings,maz, is setto 0.1, min,, is 100 paclets, and
mazy, iS 300 paclets, basedon recommendationgl3].
Although not shawn is Figure 10, the limit of maz, for
Adaptive REDis setto 0.5(thedefaultvalue),which gives
therouterqueuea chanceo bewell-configuredor all the
thegiven TCPtraffic loads.

In generalcomparingthe queuebehaior of eachRED
family AQM with the queuelaw shavn in Figure 10,
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Queue Statistics: Gentle RED
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demonstratethat the queuelaw indeedworks very well

predictingRED behaior. For RED, the queuelaw indi-

catesthat RED will be stably manageTCP traffic up to

about200flows. In Figure1l, RED’s averagequeuewas
stableup to a traffic load of 150 flows, but at 200 flows

it hit the maximumthresholdand becomesncreasingly
unstable. Gentle-RED,shavn in Figure 12, wasableto

managdoad up to 200flows sincethereno longera sud-
denincreasen drop probabilitiesfrom themaz, 0.1to 1

atmaxy,. For RED-ECN,shavn in Figure 14, the aver

agequeuebecomesunstableat aloadof 150flows, asthe
gueuelaw indicated. And asis the caseof gentle-RED,
gentle-RED-ECNshawvn in Figurel5,alsogetsthebene-
fit of the gentlebehaior for 200flows.

Ourresultsshav thatthe gentlesettingfor RED is ben-
eficialwhentheofferedTCPtraffic loadis slightly greater
thanthestabletargetloadfor a givenconfiguration. How-
ever, the benefitof the gentle settingis not as clearin
termsof queueoscillationswhena RED routeris highly
overloaded250+flows, in our simulations) althoughthe
gentle behaior doesreducethe paclet loss rate some-
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Queue Statistics: Adaptive RED
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Queue Statistics: Original RED-ECN
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what,asshavn in Figure18.

We believe that the stiffnessof the “gentle” RED con-
trol function (¢ > mazxy,) causeghe unstableg oscil-
lation. When configuringa RED routet maz, is com-
monly setto a low value (0.1 in our case)to achiee
a high throughput,which makes the “gentle” portion of
RED control function stiff. Whenthe stableRED oper
ating ¢ exists over maxyy,, a smallchangein ¢ resultsin
a large changein the notification probability (p), which
will againcausea large changen ¢ shortly This process
repeatgausinga large andunstableg oscillation.

Comparing the queue behaior of Adaptve RED,
shawvn in Figure 13, and Adaptve-RED-ECN,shavn in
Figure 16, with non-adaptie versionsof RED clearly
shaws the benefitsof adjustingmaz,. Thatis, by finding
the properdrop/markingslopefor changingtraffic load
conditions,Adaptive RED canstablyhandlea very wide
rangeof TCPtraffic.

We next analyzethe delay-losgradeofs betweerdrop-
tail and RED. Starting with link utilization, Figure 17
shaws that the bottlenecklink was fully utilized for all
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TCPtraffic loadsandthusgoodputis affectedby paclet
lossrate only in our simulations. Figure 18 shaws the
pacletlossratesattherouters which suggestshatall the
RED family queuemechanism¢hatusedropsfor conges-
tion notificationhave consistentlyhigherpaclet lossrate
thandoesdrop-tailqgueuemanagemeniDrop-taildoesnot
actively drop paclets,sothe drop distribution thatresults
from buffer overflov at a drop-tail gueuemay be bursty
However, with mary TCP sourcesthe dropsareuniform
acrossflows, resultingin a well-configuredstatematch-
ing the queudaw nearthe drop-tail buffer size. Thus,the
delay-losgradeof betweendrop-tailandRED is clearin
thatRED, usingdropsascongestiomotificationmethod,
paysthe price in termsof higher paclet drop ratesover
thatof drop-tailto maintainthe lower averagequeuesize.
We next considetthe benefitsof markingoverdropping
asanindicatorof congestionOneof the mainissueghat
discourageslieploymentof RED (or AQM in general)is
thatthecompleity pricefor AQM designistoohighcom-
paredwith the potentialgain of a lower averagequeue
size[2], [3]. However, evenwith therequiredhigherECN
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congestiomotificationrate,the“price” of the notification
in termsof paclet loss rate or reducedgoodputis zero
comparedto the price for droppingpaclets. Figure 18

shaws this clearly ECN enabledRED andits variantsin

a “well-configured” statecanbring down the paclet loss
rateto zero. Furthermore Adaptive RED-ECNis ableto

achiere a paclet lossrate very closeto zerofor the en-
tire rangeof traffic loads. In addition, as mentionedin

SectionlV, ECN enabledAQM canbe more stablethan
AQMswithout ECN asthe queudaw curve decreasefar
moreslowly andsteadilyunderhigh loadsthanwhenus-
ing drops. This is shavn by by comparingthe average
queueof Adaptive RED and Adaptive RED-ECN,where
the averagequeueoscillationof the ECN enabledonere-
mainsmore stableeven at a high traffic load compareto

theonethatdoesnot notuseECN.

VI. SUMMARY

In this paper we developeda modelfor load on router
in congestion,appliedit to TCP traffic, derive general
gueuelaw that works both for drop and ECN mark no-

10

tification, andillustratedtheimpactof TCPtraffic oncon-
gestedrouterqueuebehaior. We shavedthatthe3 TCP
traffic parametershataffect the behaior of routerqueue
in congestiorarethe numberof flows (IV), averageround
trip link delay(RT L D) andaverageT CPwindow size.

Also, by comparingandcontrastinghe ECN queudaw
anddrop queudaw, we discusseaharacteristicef ECN
traffic andkey router configurationissuesin orderto be
well configuredin the presenceof ECN traffic. We con-
firmed that ECN enabledroutersshouldapply a signifi-
cantly highermarking rate than RED routersin orderto
operatewith areasonablyow queuingdelay In addition,
we foundthatECN traffic may helproutersin congestion
stabilizingaveragequeueoscillation.

Then, we configuredRED family AQMs using queue
law, comparedhe performancef the RED family AQMs
with one anotherand drop-tail queue managemenin
termsof pacletlossrate,delayandqueueoscillation,and
demonstratethetrade-ofs betweerdrop-tailqueueman-
agementand RED family AQMs. This paperconcludes
thatRED family AQMs, particularlyAdaptive RED using
ECN, can,indeed,be well-configuredfor variety of TCP
traffic mixes, achiezing both a very low network paclet
droprateanda low queuingdelay often far superiorto
thatof drop-tailgueuemanagement.

Futurework includesextendingour studyof to a mix-
tureof ECNandnon-ECNTCPflows. In addition,wein-
tendto build anadaptve AQM techniquethat makesuse
of queuelaw to more quickly adaptto a well-configured
statein the presencesf changingnetwork load.
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