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ABSTRACT

With the growth in interactive network games comes an in-
creased importance in a better understanding of the effects
of latency on user performance. While previous work has
studied the tolerance game players have for high latencies
and has studied the effects of latency on user performance
in real-time strategy games, to the best of our knowledge,
there has been no systematic study of the effects of loss
and latency on user performance. In this paper we study
user performance for Unreal Tournament 2003 (UT2003), a
popular FPS game, under varying amounts of latency and
packet loss. First, we deduced typical real world values of
packet loss and latency experienced on the Internet today
by monitoring operational UT2003 game servers. We used
these realistic values of loss and latency in a controlled net-
worked environment that emulated various conditions of loss
and latency, allowing us to test UT2003 at the network, ap-
plication and user levels. We designed player actions down
into the fundamental FPS interaction components of move-
ment and shooting, and conducted numerous user studies
under controlled network conditions. We find that levels of
packet loss and latency typical for most UT2003 Internet
server, while unpleasant, will not drastically impact player
performance. Since most FPS games typically consist of the
similar generic player actions to those that we tested, we
believe that these results may have broader implications.

1. INTRODUCTION

In recent years, the dramatic performance improvements
and declining costs of personal computers have increased
their acquisition by users and created a growing base for
computer games. Even during the recent economic down-
turn, computer games was the only entertainment industry
that continued to grow in 2003.1 As of the end of 2003, gross
revenue from computer game sales surpassed revenues from
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movie ticket sales, video rentals and concert tickets.? The
increase in residential broadband Internet connections with
high capacities and low latencies have encouraged more and
more game developers to incorporate multi-player features
into their products.

Knowledge of how network related issues, such as latency
and packet loss, affect the usability of games can be of
great use to the companies that make these games, net-
work software and equipment manufacturers, Internet Ser-
vice Providers (ISPs), and the research community at large.
In particular, if established latency requirements and any as-
sociated trade-offs were known, ISPs could establish tariffs
based on customers’ indicated maximum delays, requested
Quality of Service (QoS) and the ISP’s ability to meet these
demands. Moreover, experimental study of network games
can provide the data required for accurate simulations, a
typical tool for evaluating network research, as well as in-
sight for network architectures and designs that more effec-
tively accommodate network game traffic turbulence.

While there has been research qualitatively characterizing
the effects of latency for car racing [11], custom games [13],
and real-time strategy games [14] as well as a general aware-
ness of latency issues [3, 4, 8, 10], work on the effects of
latency in popular First-Person Shooter (FPS) games [1, 6]
has not quantified the impact it has on player performance.
Moreover, to the best of our knowledge, there have been no
systematic studies of packet loss on the user performance in
FPS games. In concentrating on the effects of latency on
FPS games, the possibility that packet loss may be the bot-
tleneck in performance for some network conditions may be
overlooked. The study of loss on network games is increas-
ingly important as wireless channels, more prone to packet
loss than traditional wire-line environment, become widely
adopted.

In general, the most popular FPS games have descended
from two game lineages, using either a Quake or Unreal-
based game engine [5]. As previous research has concen-
trated on FPS games derived from Quake, we used Epic
Game’s award winning® Unreal Tournament 2003* (UT2003)
in our experiments. UT2003 is currently very popular, with
approximately 1700 servers and 4400 players online at any

*http://www.wired.com/news/digiwood /-
0,1412,61162,00.html

3Winner of “Best of Show” at the Electronic Entertainment
Expo, Los Angeles California, May 2002.

“http:/ /www.unrealtournament.com /ut2003/



given time.’

First, we deduced typical real world values of packet loss
and latency experienced on the Internet by monitoring op-
erational UT 2003 game servers. We then used these values
as guidelines for induced loss and latency values a controlled
emulated environment we designed, allowing to test UT2003
at the network, application and user levels. We divide user
interaction in UT2003 into the fundamental FPS interaction
components in order to isolate particular facets of game-
play. These interaction components include movement, pre-
cision shooting, general shooting, and moving and shooting
simultaneously. We designed experiments with game maps
that allowed us to isolate each game component. Using our
testbed, we ran numerous user studies during which we sys-
tematically changed the loss and latency and measured the
impact on player performance.

We find that for the levels of packet loss and latency likely
to be encountered on the Internet, while sometimes unpleas-
ant, will not drastically impact user performance in UT2003.
Loss, in particular, goes unnoticed and does not measurably
affect any user interaction. Latencies as low as 100 ms, on
the other hand, can significantly degrade performance for
shooting with a precision weapon both in terms of accuracy
and in terms of game responsiveness. Although the effects of
latency on user performance in full UT2003 games is less no-
ticeable, there is still a clear user performance degradation
trend as latency increases. Moreover, UT2003 feels sluggish
when latencies are 150 ms and higher.

The rest of this paper is organized as follows: Section 2
presents background information on UT2003; Section 3 de-
scribes our approach to measure the effects of latency and
loss on user performance in UT2003; Section 4 analyzes
the application, network and user results from our experi-
ments; Section 5 summarizes our conclusions; and Section 6
presents possible future work.

2. BACKGROUND

First Person Shooters (FPS) are games in which a user in-
teracts through the eyes of a virtual character (the “first per-
son”), collects weapons and attempt to destroy other players
(the “shooter”). Unreal Tournament 2003 (UT2003) is an
online FPS in which up to 32 players can compete simulta-
neously on a single server over the Internet. There are over
35 indoor and outdoor maps that come with UT2003, while
many more user-created maps can be acquired from Web
sites or simply by joining a server running a custom map.

Figure 1 shows a screenshot that was captured during a
UT2003 game. The view is from the player’s eyes with the
opponent is in middle of the screen. The large item in the
foreground is the gun that is firing at the opponent.

There five multi-player modes UT2003 users can compete
in: Deathmatch, Team Deathmatch, Capture the Flag, Dou-
ble Domination and Bombing Run. In Deathmatch, players
compete in a free-for-all match, trying to kill as many of
the opposing players as possible, while limiting the num-
ber of times they themselves are killed. At the end of the
match the player with the highest score wins. Team Death-
match is very similar to Deathmatch except that instead of
a complete free-for-all, the players are split into two teams
and the team with the highest combined score wins. Cap-
ture the Flag also pits two teams against each other, but the
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Figure 1: Screenshot of Player Shooting Opponent
with Rocket Launcher.

teams try to protect their own flag while trying to capture
the opposing team’s flag. The match ends when either one
team achieves a pre-defined number of captures or a time
limit expires. In Double Domination, teams fight to capture
and control specific key points of a map with scores awarded
for each of these points that a team captures. Bombing Run
features a futuristic football style match with teams pass-
ing and running to either cross a goal for 7 points, or shoot
the ball into the goal for 3 points. Since the most popular
modes of play are Deathmatch and Capture the Flag, we
used Deathmatch and Capture the Flag maps for all our
tests. However, despite the slight differences in game-play
modes we believe our results would pertain to other maps,
as well.

Like many FPS games, UT2003 includes a large assort-
ment of futuristic weapons. Examples include the minigun
which is capable of firing high volumes of bullets in a very
short time, the Flak Cannon, which can scatter shards of
metal in the general vicinity of opponents, and the Rocket
Launcher, which can load and launch up to three rockets
at a time. While all these weapons destroy opponents, we
hypothesize they differ in their timing requirements based
on the precision required in aiming. Table 1 shows a table
of weapons broken into four categories based on a subjec-
tive view of the amount of precision that is required to use
them. We hypothesize higher precision weapons tend to be
more difficult to use effectively when there are lost or de-
layed packets, while weapons that require less precision are
less affected by latency or packet loss.

Precision | Example

Required | Weapons

High Shock Rifle, Link Gun, Lightning Gun

Medium | Assault Rifle, Minigun, Bio Rifle

Low Flak Cannon, Rocket Launcher,
Redeemer, Ion Painter

Other Shield Gun, Translocator, Ball Launcher

Table 1: UT2003 Weapon Precision

The “high precision” weapons require timely response in
order to accurately determine an opponent’s location for a



sighting and may be most affected by lost or delayed packets.

The “medium precision” weapons are less accurate and
so do not require as accurate an opponents’ location for
sighting and is less affected by lost or delayed packets.

The “low precision” weapons require a player to merely
aim in the general direction of the target in order to hit
and so do not require precise location information and is
therefore the least affected by lost or delayed packets.

The “other” weapons are not commonly used, or serve
special purposes within particular types of games and so we
do not consider them further.

In addition to the numerous maps, weapons and game-
play modes, UT2003 also comes standard with two more
features which we found useful in our experiments: bots
and mutators. Bots are computer controlled players that
run on the server, each with their own personality and style
of play. Mutators are custom modifications to the game
environment that allow unique scenarios to be added to a
map. Some common mutators are quad-jump, allowing a
player to jump 4 times in mid-air, and intsta-gib, limiting
weapon choice to the Shock Rifle only and making it so every
shot will instantly kill your opponent.

3. APPROACH

In order to empirically measure the effects of latency and
loss on Unreal Tournament 2003 (UT2003), we employed
the following methodology:

o Categorize user interactions in typical FPS games and
design maps that exercise each type of interaction (see
Section 3.1).

o Construct an environment for measuring the effects of
latency on UT2003 (see Section 3.2).

e Conduct pilot studies to determine realistic ranges of
packet loss rates and latency and to characterize typi-
cal UT2003 network turbulence (see Section 3.3).

e Conduct numerous user studies on our maps inducing
the appropriate range of loss and latency using our test
environment (see Section 3.4).

e Analyze the results (see Section 4).

3.1 Categoriesof FPSInteraction

Through play-testing, we determined there are two main
user interaction components in a FPS game: movement
when players navigate through the game map from one loca-
tion to another; and shooting when players site their weapon
at opponents. Further study of movement suggested that
simple movement, such as running as quickly as possible in
a straight line is fundamentally different in the amount of
interaction than complex movement such as jumping, dodg-
ing, and navigation of obstacles. We hypothesize network
degradation will affect complex movement more than simple
movement. Further study of shooting suggested that aiming
depends upon the specific weapon’s precision (see Table 1 in
Section 2). We hypothesize that precision shooting is much
less forgiving when it comes to network degradation than is
normal shooting.

Our movement test maps consisted of running pre-defined
routes in regular game maps. The simple movement test,
based on the Tokara Forest map included in a standard game

install, had a player run in a straight line. The complex
movement test,’ based on the standard Flux2 map, had
a player run, jump, spin and pickup items in an obstacle
course.

Our precision shooting test map, based on the standard
CTF-Face3 map, featured one player aiming and shooting a
high precision weapon (the Lighting gun) at a second player
from a distance while the second player tried to dodge to
avoid being hit.

Since use of less precise weapons invariably involves move-
ment combined with shooting, we designed a small map,
based on the standard Training Day map but without health
bonuses, that pitted one player against a bot (“Widow-
maker” ) where both player and bot had their weapon choices
limited to medium precision weapons using the intsta-gib
mutator. This forced the user to have to aim and dodge
concurrently because they could not send bullets in a wide
spread or gain life to avoid damage from the bot. There
was enough obstacles for cover and to prevent an individual
from gaining too much of an advantage by spawn camping.”

Lastly, we used the standard Training Day map to study
full length games with a normal array of weapon choices in
order to study the full interaction of movement and shooting.
As in the previous map, the game was limited to two players,
one being a human and the other a computer controlled
Widowmaker bot.

3.2 Experimental Environment

We designed a lab in which we could systematically con-
trol loss and latency while running out custom test maps.
Figure 2 shows our testbed setup. Our lab had four client
computers running the latest version of Unreal Tournament
2003 (v2225). The four clients were connected to a 10 Mbps
switch, which in turn connected to one of three network in-
terface cards in a computer running Linux and a DHCP ser-
vice. The second of these network cards connected directly
to another computer running Unreal Tournament 2003 as a
dedicated server. The third network card connected directly
to another computer configured to act as a gateway to the
WPI network and the Internet.

For tools, we used the NIST Net® network emulator on
the router between the server and the clients in order to
provide fine-grained control of packet loss rates and latency
for individual clients. We used Ethereal® on the router to
capture all packets traveling between the clients and server.
We used the All Seeing Eye!® to gather UT2003 Internet
server statistics including packet loss and latency which then
informed the values used in our experiments.

3.3 Pilot Studies

We first ran network packet traces of several UT2003
games in order to observe “standard” network traffic we
could later compare to UT2003 network traffic in the pres-
ence of loss and latency. We also used the All Seeing Eye
(ASE) run from both WPI'' and a local DSL connection

5See [2] for a detailed specification of the test, including a
screen-shot walkthrough.

"Spawn camping is when a player waits near the location
where an opposing player comes back to life for a quick kill.
8http://snad.ncsl.nist.gov /nistnet/
http://www.ethereal.com/
Yhttp://www.udpsoft.com/eye/

""see  http://www.wpi.edu/Admin/Netops/MRTG/ for
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Figure 2: Experimental Testbed Setup.

to ascertain appropriate packet loss and latency ranges for
study.

Based on the data from the ASE,'? about 80% of all
UT2003 game servers have no measurable loss, with only
0.1% having loss rates above 2.75%, and the maximum re-
ported loss rate is just over 3%. About 40% of all UT2003
game servers have latencies of less than 100 ms, another 40%
are between 100 and 140 ms, and only 20% of all servers ex-
hibit latencies greater than 140 ms. Based on this pilot
study data, we explore loss rates in the range [0%,6%] and
latencies in the range [0ms, 400ms] for our user study ex-
periments.

3.4 User Studies

Over a period of about one month, we ran over 200 experi-
ments representing hours of FPS game play. All experiments
were conducted on our test-bed using our pre-defined maps.
Although we did not quantify the skill levels, all users were
very familiar with UT2003.

Our methodology consisted of allowing the users to famil-
iarize themselves with the game play map with no loss and
latency before collecting any data. Then, the experiment
operator would induce an amount of loss or latency selected
from our experimental range and run the experiment. The
users were thus “blind” to the amount of loss or latency in
order to avoid having knowledge of the network conditions
bias user play. After the experiment was completed, the
operator would would archive the data for later analysis,
modify the amount of loss or latency, and the users would
repeat the experiment.

4. ANALYSIS

WPTI’s network setup

12Graphs of the cumulative density functions for the data
gathered with ASE can be found in chapter 6 of [2].

We analyzed our experimental data at three levels: Sec-
tion 4.1 contains our analysis of the application level data
that we collected from our UT2003 user studies; Section 4.3
analyzes network level traffic for server statistics and full
games with three levels of induced latency; and Section 4.4
summarizes the observation data we collected during the
user studies.

4.1 Application Level Analysis

This section analyzes the results from each of our test
maps, starting with movement (Section 4.1.1), then preci-
sion shooting (Section 4.1.2), and lastly restricted game play
(Section 4.1.3) and full game play (Section 4.1.4).

4.1.1 Movement

A player’s ability to move his or her character around
a game map is one of the most critical aspects of a FPS
(and most computer games, for that matter). So while
the primary goal of our movement tests was to determine
the impact of network degradation on player movement, an-
other was to determine how the UT2003 handles delayed or
dropped packets in relation to a player’s movements, possi-
bly through various latency compensation techniques [3, 15].
These techniques typically allow a player to reduce some la-
tency and perhaps ignore some packet loss at the expense of
data accuracy.

Simple Movement

In the simple movement test, a third client stood off to
the side and determined the winner of two players having
a footrace by observation. Th footrace test was conducted
with multiple experimental runs, with each run having a
different amount of induced loss or latency. For all exper-
iments, the player with added network loss or latency and
the player without added loss or latency crossed the finish
line at the same time.
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Figure 3: Complex Movement Test - Time to Com-
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70 7
N
3 60
c
]
g b S . M
9 i
§
2 a0
g
8
]
S 30
E
3
S 20
8
@
E 10
E
0 50 100 150 200 250 300 350 400 450

Induced Latency (ms)

Figure 4: Complex Movement Test - Time to Com-
plete versus Latency.

From these results, we conclude that packet loss and la-
tency do not have any measurable effect on a player raw
speed. We can also infer that calculation of a player’s loca-
tion requires minimal interaction from the server and thus
some form client-side prediction for latency (and loss) com-
pensation is being used.

Complex Movement

For the complex movement test, we recorded the time it
took users to navigate the obstacle course, repeating the test
with a range of loss and latency values. Figure 3 illustrates
the average of the three test times for different loss rates
with the mean points shown with 95% confidence intervals.
The figure clearly shows that packet loss has no noticeable
effect on the course completion times.

Figure 4 shows the course average course completion time
and 95% confidence intervals of three test times for different
latency amounts. From the figure, latency has no notice-
able effects on the course completion times up to amounts
of 300 ms, after which a slight upward trend can be seen
that continues through the tests to 400 ms. Although the
slight upswing perhaps suggests some correlation based on
our server ping time statistics in Section 3.3, servers with
latencies above 300 ms are infrequent.

Summary

The results of these tests indicate that neither latency nor
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Figure 5: Precision Shooting - Hit Fraction versus
Packet Loss.

loss have a noticeable impact on a player’s ability to move
effectively in the UT2003 game environment. We surmise
this lack of impact is primarily due to a short-circuit relay
that allows the client to initiate and update a move locally
and inform the server (and other players) at a later time,
thus allowing smooth performance in the presence of net-
work degradation.

4.1.2 Precision Shooting

For the precision shooting tests, we recorded the fraction
of hits in a 10 minute game at each loss and latency using our
precision shooting map. The loss tests also had a baseline
latency of 100 ms in an attempt to emulate a more realis-
tic Internet game. Each experimental run was repeated 3
times by each of 2 players with comparable skill. Figure 5
depicts the mean hit fraction shown with 95% confidence in-
tervals. While the confidence intervals are non-overlapping
for the case of 1% loss, the confidence intervals overlap for
the 0% and 3% cases and the means reside inside the inter-
vals. Thus, we conclude there is no clear effect of packet loss
on precision shooting.

We repeated our experiments with a base loss rate of 0%
and a range of latencies induced on the person firing. Again,
we ran tests with 2 different players of comparable skill with
a total of three times for each player at each induced latency
amount. Figure 6 depicts the mean hit fraction shown with
95% confidence intervals. While there is a slight downward
trend in the hit ratio as latencies range up to 75 ms, the
overlapping confidence intervals covering the means indicate
the differences are not statistically significant. However, at
100 ms there is a sharp change where the average accuracy
drops to approximately .33, down about 35% from the av-
erage with less latency. As latency increases above 100 ms,
shot accuracy continues to decline further, with a decrease
of over 50% at a latency of 300 ms. The confidence in-
tervals for the mean hit ratios with latencies of 100 ms or
over do not overlap, indicating statistically significant differ-
ences. The linear regression in the figure clearly illustrates
a downward trend as latency increases and the coefficient of
determination'® is a high 0.93.

13The coefficient of determination (R?) represents the frac-
tion of variability in y that can be explained by the variabil-
ity in . In the simple linear regression case, R is simply the

square of the correlation coefficient. An R? of 1 represents
perfect correlation.
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Summary

Precision shooting is robust enough to not be effected by
even the most extreme packet loss found in UT2003 games.
We assume this is because the number of packets containing
shot data represents such a small percentage of all transmit-
ted packets that it will not affect a player’s ability to aim
with precision. However, precision shooting is very sensi-
tive to latency, with a steady decrease in hit accuracy for
latencies of 100 ms or over.

4.1.3 Restricted Deathmatch

After completing the experiments independently that tested
the effects of shot accuracy and movement, we next con-
ducted tests that combined the two in our restricted Death-
match map. After each 5-minute match using the map, we
recorded the number of kills and deaths accumulated by the
human player. We tested four users at each loss and latency
amount. Figure 7 shows the average number of kills and
deaths at each packet loss rate with 95% confidence inter-
vals around each average. From the figure, the packet loss
made no noticeable difference in user performance as the
confidence intervals overlap all the means.

Figure 8 shows the average number of kills and deaths at
each latency amount with 95% confidence intervals around
each average. There is a visual trend that shows a decrease
in player performance as latency increases. Up to 75 ms of
induced latency the confidence intervals overlap and include
the means, but the kill average at 100 ms of latency does
not reside in the confidence interval for the kill average at
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Figure 8: Restricted Deathmatch - Kills/Deaths

versus Latency.

0 ms latency. Similarly, the death average at 75 ms of la-
tency does not reside in the confidence interval for the death
average at 0 ms latency. Similar statistical statements can
be made for the kill averages with 150 ms and 200 ms com-
pared with 100 ms. The linear regressions for kills versus
latency has a high coefficient of determination of 0.92 and
the linear regression for deaths versus latency has a modest
coefficient of determination of 0.73. It may be that deaths
are slightly less effected by latency than are kills because
the act of dodging is not as demanding in terms of response
time as is aiming and shooting.

Summary

As with previous aiming and movement tests, we found
that packet loss has no noticeable impact on player perfor-
mance most likely since a player’s reflexes under loss are
not impaired. The fast pace of the game makes it unlikely
a small percentage of dropped packets significantly impacts
performance. However, latencies of 100 ms or more cause
both the number of kills to drop and number of deaths to
increase, with a performance degradation of about 1/3rd at
latencies of 200 ms.

4.1.4 Full Deathmatch

In addition to isolated interaction component analysis and
some limited combined analysis, we studied the impact of
packet loss and latency on player performance scores in a
regular game, using the Training Day map pitting a human
against a bot. We ran 5-minute matches, four times at each
loss and latency level, after which recorded the number of
kills and deaths accumulated by the human player. Figure 9
shows the average number of kills and deaths at each loss
amount with 95% confidence intervals around each average.
All confidence intervals overlap so there is no statistical dif-
ference between the different loss amounts and the observed
trend is a flat line. As in the previous tests, we find packet
loss has no measurable impact on real world game-play.

Figure 10 shows the average number of kills and deaths at
each latency amount with 95% confidence intervals around
each average. Compared with the game with restricted
weaponry, latency has a limited statistical impact on player
performance since most confidence intervals overlap and the
mean values lie within the confidence intervals of each other.
Still; there are apparent visual trends that indicate a de-
crease in performance with an increase in latency. The linear
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regressions for both kills versus latency and deaths versus
latency have a weak coefficient of determination, around 0.6.

4.2 Summary

In the full game tests, packet loss still does not affect
player performance. Statistically, latency does not have a
significant impact on performance either, although there is
a slight decreasing trend in player performance with an in-
crease in latency. The results may be because players can
compensate for high latencies by purposely switching to
weapons that require less accurate aiming. Certain weapons
such as the Flak Cannon, for example, fire in a cone shape
that spreads out as it travels away from the shooter. Even
with a high amount of latency the player only needs to aim
in the general direction of his or her opponent to cause a
substantial amount of damage. Future work may look at
how players change their strategies, perhaps choosing such
low precision weaponry, at higher latencies.

4.3 Network Level Analysis

Among other things, a better understanding of network
game traffic can help design networks and architectures that
more effectively accommodate network game traffic foot-
prints. Furthermore, careful empirical measurements of net-
work games can provide the data required for accurate simu-
lations, a typical tool for evaluating network research. This
section describes and summarizes the results of our network
traffic analysis of UT2003.
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Figure 11: Bitrate versus Time for Different Net-
work Conditions.

4.3.1 Traffic

We ran multiple full-length games with one player matched
against two bots on a small standard map (DM-GAEL) with
four different conditions of packet loss and latency. For each
game, we captured all network packets for 120 seconds dur-
ing the middle of the 5 minute match.

Figure 11 shows the bitrate averaged every 500 ms over
time. Visually, it appears that neither packet loss nor la-
tency has a significant effect on the game’s bitrate. Table 2
tabulates the games’ average bitrates and standard devia-
tions. Once again, latency and packet loss have little effect
and all four traces have very low bitrates that can easily be
achieved with typical access link bandwidths.

| Loss | Latency | Avg Kbps | Std Dev |

0% Oms 63.15 9.33
0% 150ms 67.12 11.90
5% Oms 69.87 10.86
5% 150ms 66.24 11.22

Table 2: Average Bitrate and Standard Deviation
for Different Network Conditions

Figure 12 shows a cumulative density function of packet
sizes, including UDP/IP header plus game data, during a
typical game of UT2003. Higher levels of packet loss and la-
tency did not appear to have a significant effect on the size
of the packets. In general, UT2003 packet sizes are signif-
icantly larger than a popular real-time strategy game [14],
but comparable to other FPS games. Overall, UT2003 sends
considerably smaller packets than the typical Internet traffic
packet size of over 400 bytes [9].

Figure 13 depicts the cumulative density functions (CDFs)
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Figure 12: Cumulative Density Functions of Packet
Sizes for Different Network Conditions

for inter-packet times, both client to server and server to
client. The graphs show that the client is somewhat incon-
sistent and sends packets every 10 to 20ms, probably on the
frequency of user actions, while the server is highly consis-
tent and sends packets every 50 ms, with a smaller number
with inter-packet times of approximately twice that at 100
ms.

4.4 User Level Analysis

While we did not provide a way to quantify player per-
ceptions, we did note game player comments and observed
trends during and after our user studies.

Players were able to notice sluggishness in game-play when
latencies as low as 75 ms were induced on their connection,
and found game-play less enjoyable at latencies over 100 ms.
This relationship held even for full games, and players felt
they were playing poorly even if their scores were not sta-
tistically worse.

Occasionally players were also able to notice packet loss
when induced loss rates were at least 3%, with the primary
artifact noticed being that the game would sometimes not
display animations for shots fired. Most of the time, how-
ever, players were completely unaware of any induced packet
loss.

Players were unable to notice any latency or packet loss in
the simple movement tests (running in a straight line) and
were only marginally aware of a slight delay in the complex
movement tests.

The most subjective impact was during the precise shoot-
ing tests. Players were extremely aggravated when trying
to aim and shoot when latency amounts higher than 100
ms were induced on their connections. Also, during the re-
stricted and unrestricted full game tests, players found high
levels of latency to be annoying because the game would
not react as quickly as the players wanted it to, particularly
for the full game tests. Again, players felt as if they were
performing worse, even if though their scores did not reflect
it.

Generally, we recommend that players avoid servers with
ping times over 150 ms and packet loss levels over 3%. Even
though they may not significantly impact player scores, they
do make game-play less enjoyable, which at least partially
defeats the purpose of playing games in the first place.

5. CONCLUSIONS
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Figure 13: Cumulative Density Functions of Packet
Sizes for Different Network Conditions. The top
graph is Client to Server and the bottom graph is
Server to Client.

Understanding how the effect of loss and latency on appli-
cation performance is important in order to design networks
that meet application requirements. The growth in interac-
tive network games demands better understanding the ef-
fects of latency on user performance in network games. First
Person Shooter (FPS) games, in particular, have the poten-
tial to be very sensitive to changes in network performance.
Latency changes and lost packets could mean that a target
is no longer where expected or bullets may never even fire.

In this work, we investigated the effects of loss and latency
on user performance for Unreal Tournament 2003 (UT2003),
a popular FPS game. We divided UT2003 into fundamen-
tal user interaction components of movement and shooting,
sub-dividing movement up into simple and complex and sub-
dividing shooting based on the precision of the weapons be-
ing shot. We designed maps that allowed isolation of each
component and setup a testbed that allowed a systematic
control of both packet loss and latency.

Through numerous user studies, we find that packet loss
has no measurable affect on player performance in any user
interaction category. Moreover, users rarely even notice
packet losses even has high as 5% during a typical network
game. Latency has no measurable affects on movement, nei-
ther simple, straight-line movement nor more complex move-
ment. Shooting, however, is greatly affected by latency with
even modest (75-100 ms) amounts of latency, decreasing ac-
curacy and number of kills by up to 50% over a common
Internet latencies range. While combinations of movement
and shooting somewhat hides the effects of latency on user
performance, even unrestricted games show trends that in-
dicate latency decreases user performance. This is reflected
in subjective comments collected during our user studies in
which loss rates went unnoticed, but latencies as low as 100



ms were noticeable and latencies around 200 ms were an-
noying.

At the network level, UT2003 games basically produce
small, regularly-spaced packets and modest aggregate bi-
trates which make it suitable for play over low-capacity de-
vices. In fact, the bitrates make it playable over modems
but the added latency caused by typical modems[7] may se-
riously degrade game play. Access networks, however, are
perfectly suitable for good UT2003 performance, both in
terms delay and capacity. The network turbulence, in terms
of packets and packet spacing, do not measurably change
with changes in loss or latency.

UT2003, and we suspect other FPS games, would clearly
tolerate modest amounts of packet loss in order to preserve
low latencies. This does not bode well for mechanisms that
rely upon applications to voluntarily throttle back their data
rate in the presence of packet loss, but does provide promise
for mechanisms that allow explicit tradeoff of higher packet
loss for reduced latencies [12]. Investigating how UT2003
may take advantage of such mechanisms is a possible area
of future work.

6. FUTURE WORK

While the results in this project have focused on UT2003,
we assume that they generalize to other FPS games (such
as Counter-strike' or Battlefield 1942'%) as well, since most
FPS games have the same fundamental components (move-

ment, shooting and combinations) and similar user-interaction

models. Studies to confirm this through select user-studies,
possibly less extensive than those presented here, would be
useful to verify our assumption and help generalize our re-
sults.

The performance of interactive applications often degrades
significantly under variance in latency (or jitter), as well as
latency. We hypothesize varying latencies would make it es-
pecially difficult for precision shooting as compensation for
the perceived latency becomes difficult. Systematic study of
the effects of variance in latency is a possible area of future
work.

The data showing that weapons with less precision are less
affected by latencies suggests users might adapt, knowingly
or not, to higher latencies by choosing to fight with weapons
that need less precision. Future studies that examine user
strategies in weapon selection for a range of latencies may
help understand how users themselves adapt their style of
play and strategy to degraded network conditions.
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